


The lack of diversity in the discipline can have an impact on society– especially in the case of algorithmic 
bias. This is a serious problem and it’s the responsibility of those designing and developing the tools to 
be aware of the outcomes and correct them. Engaging a variety of stakeholders and maintaining a 
greater level of diversity within teams can help reduce it. It ensures a broader set of experiences are 
brought to bear on evaluating the ethical considerations and potential harms of these systems.1%
Diversity of teams who are investigating algorithms should be part of the best practice.% 
While gender and ethnicity information are starting to be more routinely collected, socio-economic 
background, care leaver information, sexuality and transgender identity are not. One could argue that 
the lack of evidence is a result of challenges in the data that are collected on other protected 
characteristics (oftentimes being wildly variable or not collected at all). On top of this, different 
organisations have created their own definitions of STEM, and this has created a situation where 
estimates of diversity vary widely, and the monitoring of progress is inconsistent. %
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There are six shared recommendations that the IMA, LMS and RSS believe will help tackle these 
challenges: 

Recommendation 1 Ensure that education in mathematics and statistics represents and reflects 
the interests of a broad part of society and that all students are encouraged to 
study mathematics and statistics by: bringing back an AS-



academic year, 85.9% of white students were awarded a first/2:1 compared to 81.1% of black, Asian 
and minority ethnic students.  

This difference is known as an awarding gap. In science, engineering and technology subjects – 
including both mathematical sciences and computer science – the awarding gap is largest between 
white students and black students. In the 2019/20 academic year, of the: 

• 104,660 white students, 84.6% were awarded a first/2:1 
• 17,080 Asian students, 78.6% received a first/2:1 
• 10,010 black students, 66.2% received a first/2:1.2  

Among academic staff across UK HEI there is also a lack of gender diversity and this has remained 
largely unchanged in recent years.  

• In the 2019/20 academic year, there were 6,830 (34%) female staff and 13,320 (66%) male 
staff working in biological, mathematical and physical sciences.  

• In 2014/15, these figures were 6,170 (32%) and 13,035 (68%) respectively.  

Within institutions, there are more male than female staff progressing into the most senior academic 
roles. Research by the LMS showed that: 

• I



One further implication of these groups being underrepresented in statistics, mathematics and data 
science is that it increases algorithmic bias. 

As highlighted by the Alan Turing Institute: 

Over three-quarters of professionals in these [AI and data science] fields globally are male 
(78%); less than a quarter are women (22%) (World Economic Forum, 2018). In the UK, this 
drops to 20% women. This stark male dominance results in a feedback loop shaping gender 
bias in AI and machine learning systems.10 

Algorithms don’t perform statistically well on groups that are underrepresented in data sets used to train 
algorithms. For example, algorithms built using training data with an underrepresentation of black 
people can create outcomes that disadvantage that group. This representation bias can lead to racial 
discrimination if people designing and developing the algorithms are not aware of them. Engaging a 
variety of stakeholders and maintaining a greater level of diversity within teams can help reduce it. 

In academia, one consequence of 



Considerable work has been done to improve diversity within statistics, mathematics and data science, 
but there is still a long way to go to overcome the underrepresentation of women, certain ethnic 
minorities, people identifying themselves with one of the groups in the LGBTQ+ community, people with 
disabilities and those from disadvantaged socioeconomic backgrounds within the profession. 

Recommendation 1 Ensure that education in mathematics and statistics represents and reflects 
the interests of a broad part of society and that all students are encouraged 
to study mathematics and statistics by: bringing back an AS-Level 
qualification in maths to encourage more students to take the subject past 
GCSE and widening participation in Core Mathematics.  

The underrepresentation of women in mathematics, statistics and data science professions is due to 
smaller numbers of women entering compared to men, and proportionately more women than men 
leaving at each stage in the career path. In order to make an impact, the mechanisms needed to address 
this should look at the whole trajectory, from primary schools to university. There needs to be advice 
for primary and secondary school students that enable them to see the full breadth of careers that are 
available within STEM, and the government should ensure that its school evaluation methods do not 
lead schools to discourage students from undertaking STEM qualifications 



the equality act, GDPR, consumer protection law or anti-competition law. The differential impact on 
people could be guarded against by observing recommendations in current literature, such as the IEEE 
P7003 standard for algorithmic bias considerations. Possible frameworks include: diversity of teams 
who are creating algorithms; benchmarking procedures and criteria for the selection of validation data 
sets for bias quality control; guidelines on establishing and communicating the application boundaries; 
suggestions for user expectation management.13 Such a framework could be shaped in conjunction 
with the new Data, Technology and Analytics (DaTA) unit at the Competition and Markets Authority 
(CMA). 

The proportion of the professoriate who are women has increased but gender parity is still a long way 
off. There is a need for more funding support for mid-career researchers (those in permanent academic 
positions below professor who are no longer eligible for the New Investigator Award (NIA) scheme). 
Such a scheme would support individuals who reached mid-career before protected early career 
support was introduced. It would support talented scientists who have had a period of demanding caring 
work or work-related responsibilities --  for example those taken on during the Covid-19 pandemic – 
and enable them to refocus on research. This would benefit mid-career women, but also ethnic 
minorities, who have experienced similar disadvantages, and men with caring responsibilities who have 
taken on large administrative burdens. 

Different organisations have created their own definitions of STEM, and this has created a situation 
where there are widely varying estimates of diversity within STEM. Issues are also apparent with the 
definition and categorisation of EDI data. Many employers don’t collect demographic information 
consistently, and the information being collected is not always relevant for addressing emerging 
diversity concerns. There is a need for much more detail in the available statistical information 
concerning protected characteristics and underrepresented groups. 

There is often a lack of meaningful data to discern whether some groups are underrepresented – such 
as LGBTQ+ groups, individuals from socioeconomic disadvantaged backgrounds and care leavers. 
Unless some measure of agreement is reached on the statistical information that underpins the 
concerns about diversity, progress is difficult to measure. %
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Recommendation 5 EPSRC/UKRI should introduce mid-career acceleration grants which are open 


